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Abstract

This work is a computational study of a reaction mechanism for the trifluoromethylation of

boronic acids. Three steps of the proposed reaction mechanism are studied,  •CF3 addition to a

copper catalyst center, base promoted transmetalation between copper and aryl boronic acid, and

bond forming reductive elimination in which  the CF3 and aryl substituent form a bond. Limited

information is known about this mechanism. This study uses computational methods to attempt

to elucidate the mechanism and provide the groundwork for potential improvement. Quantum

chemical methods in conjunction with tight-binding based conformational sampling methods are

used to investigate the possible pathways, their intermediates, and their transition states.

Reaction energy pathways were successfully calculated for each step in the proposed mechanism.

Transition states were found in the second and third steps, and the pathway appeared to be

thermodynamically reasonable. A second proposed reaction mechanism, in which the base

promoted transmetalation occurs before the •CF3 addition, was found to be thermodynamically

unfavorable when compared to the original proposed mechanism, in which the •CF3 addition

happens first. These calculations were benchmarked using multiple density functionals as well as

the Random Phase Approximation and Møller-Plesset Perturbation methods. Free energy

calculations showed relatively low, around 2 kcal/mol,  thermal effects on the reaction energies.

Solvent analysis using an implicit solvent model was ineffective, but explicit solvent calculations

showed a significant decrease in reaction energies when the solvent is included. This implies that

explicit solvent inclusion is necessary for future investigation of this mechanism.  These results

serve as a preliminary computational investigation into this reaction mechanism, and provide

useful information for future attempts to optimize trifluoromethylation reactions.
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Chapter 1

Introduction

1.1 Overview

Organic fluorine substituents have become important compounds in several different industries

including pharmaceuticals, agrochemicals and polymers.[1,2] The unique properties of fluorine,

including its relatively small size and high electronegativity, make organofluorine compounds

useful for many purposes. Since fluorinated compounds are the least abundant organohalides, the

synthesis of these compounds has become an important area of research.[2] Trifluoromethylation

is a process in which CF3 is added to a carbon substituent. Current methods for aryl-CF3

synthesis tend to have one or more limitations.[3] Traditional methods require harsh conditions

including temperatures over 100 °C, strong acids and bases, as well as expensive and highly

reactive fluorinating agents. Many synthesis procedures also suffer from limited substrate

scope.[4,5] For this reason, there is a desire for improved trifluoromethylation methods.

Ye and Sanford reasoned a new method for trifluoromethylation that could be done under mild,

neutral conditions and exhibited substrate generality.[3] In their work, a potential reaction

mechanism was proposed but was not experimentally proven. Understanding the mechanism

from their synthesis method will lead to a better understanding of trifluoromethylation reactions

and may help reveal ways to further improve synthesis.

Computational chemistry is a useful tool for studying reaction mechanisms. Information about

transition states, free energies, solvation effects, and charges can be obtained using

computational methods. With the growing amount of computer resources alongside

improvements in software and theory, computer simulations of chemistry have been increasing in

quantity and quality.[6] Using computational chemistry to study Ye and Sanford’s synthesis

method can reveal useful information about trifluoromethylation and may provide information

on ways to optimize the reaction further. Computational methods can simulate a reaction to test

the effects of different solvents, substrates, and reaction conditions in order to find ways to make

the reaction more favorable and improve yield.
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This work aims to use computational methods and quantum chemistry to provide new

information about Ye and Sanford’s mechanism. An introduction into trifluoromethylation

methods, their importance, and their limitations will be provided along with a summary of Ye

and Sanford’s work. Detailed information about how computational chemistry can contribute to

experimental studies of reaction mechanisms, and how this work can benefit aryl-CF3 synthesis

procedures will be explained.

1.2 Trifluoromethylation and Photocatalysis

The CF3 group enjoys a privileged role in medicinal chemistry because its incorporation into

small molecules often enhances efficacy, improves cellular membrane permeability, and

increases resistance to oxidative metabolism.[7] Many drugs and drug candidates contain a

trifluoromethyl substituent. Organofluorine affects all absorption, distribution, metabolism, and

excretion properties of a lead compound.[8,9] For example, fluorine is known to increase

bioavailability as well as  the logD value by decreasing the basicity of neighboring amines. As a

result, the introduction of fluorine also steadily decreases pKa. Fluorine is also known to enhance

metabolic stability by lowering nearby groups’ susceptibility to cytochrome p450 oxidation. [8]

Organofluorine substituents have low polarizability, which impacts intermolecular interactions.

Substitution of hydrogen with fluorine in a small molecule is a method commonly used to

change molecular conformation because of the difference in size and stereoelectronic effects.

The inductive effects in fluorine have also been used to increase drug safety by reducing the

drug’s risk for phospholipidosis and lowering the likelihood of the molecule interfering with the

hERGK+ channel.[7,8] Drugs that contain organofluorine groups include the antidepressant

fluoxetine (Prozac), the cholesterol-lowering drug atorvastatin (Lipitor), and the antibacterial

ciprofloxacin (Ciprobay).

Modern drug discovery relies on the development of new synthetic methods to address the

challenges associated with designing a new drug molecule. The CF3 moiety is usually installed

by cross-coupling reactions catalyzed by transition metals.[2] These methods typically show

limited substrate generality. Many methods also require harsh conditions, presumably as a result

of the low nucleophilicity of unfunctionalized arenes. In such substitution reactions, it is difficult

to manipulate aromatic rings via two-electron pathways.[9,10] As an example, one method used for

10



fluorination is the Swarts reaction. The Swarts reaction is the fluorination of organic polyhalides

with antimony trifluoride in the presence of antimony pentachloride or chlorine.

Figure 1.1: An example of the Swarts Reaction. [11] An alkyl chloride in the presence of antimony

trifluoride and chlorine results in an organofluorine compound.

This reaction demonstrates low substrate generality and requires harsh conditions. The Swarts

reaction only occurs under high pressure and temperature, and requires the use of the highly

reactive Swarts reagent. This reaction has been modified and improved, but still lacks in many

areas compared to more modern fluorination techniques.[11] Modern techniques introduce radical

pathways that make use of photocatalysis and transition metal catalysis in order to improve

substrate generality, and reduce the need for harsh conditions.

The discovery and development of photocatalytic methods has enabled the ability to synthesize a

wide variety of bond constructions in organic chemistry. In recent years, photocatalysis has come

to the forefront of organic chemistry as a powerful strategy for the activation of molecules.[7] The

field of photocatalysis covers an increasing number of activation modes in which photons excite

a catalyst that can cause substrates, reagents, or other catalysts to participate in unique reaction

pathways that were previously unattainable.[12,7] In organic chemistry, photocatalysts are

commonly used to promote single electron transfer with organic substrates and metal

complexes.[12] Photocatalytic radical strategies have greatly impacted the synthesis of

trifluoromethyl molecules. For example, the first enantioselective trifluoromethylation of

aldehydes was accomplished using photoredox catalysis.[12] CF3I is a good source of CF3 because

of its relatively low cost.[9]

Photoredox catalysis provides a mild and efficient method for accessing electrophilic radicals,

such as •CF3 from CF3I. Visible light photocatalyzed methods are typically safer and less limited

than other methods.[2]. Photoredox catalysis typically involves the photoexcitation of

11



organometallic complexes, such as Ru(bpy)3
+, to provide a strong catalyst in creating high energy

radical species. Two possible routes towards this radical species include oxidative and reductive

quenching pathways. Reductive quenching pathways involve a single electron transfer from the

organometallic complex to CF3I to form •CF3. Otherwise, the excited organometallic complex

can be oxidatively quenched by CF3I.[13] To complete an oxidative or reductive cycle, the

Ru(bpy)3 species can also interact with a transition metal to reform the  Ru(bpy)3
2+ species to be

excited again as shown in Figure 1.2. Ru(bpy)3
2+ is studied as a photocatalyst because of its

excellent catalytic activity and reusability. [4] The electrophilic radical, •CF3, can interact with a

transition metal catalyst, or can incorporate itself into susceptible sites on arenes to directly form

a trifluoromethyl compound. The role of photocatalysis is to provide the •CF3 under mild

conditions. This process is an important piece of this mechanism, but this study focuses on the

copper catalysis cycle. Thus, the photocatalysis cycle will not be investigated at this point.

Figure 1.2: Oxidative and Reductive quenching cycles to form  •CF3 from CF3I and oxidize CuI

to CuII [4]
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Copper is used to represent the transition metal catalyst in Figure 1.2. Copper has been proven to

be an efficient catalyst for organic reactions, has a high functional group tolerance, and low

toxicity.[4] The role of the copper in these reactions is to coordinate the CF3 and the organic

substituent in order to bring them together. The common oxidation states of copper are +1 and

+2, but +3 and +4 oxidation states can also exist typically in copper oxides and fluorides.[14]

Although the +3 and +4 states exist, they are relatively rare and challenging to isolate.[14] Copper

is known to coordinate into square planar, octahedral, and tetrahedral geometries.[15] Because of

its different oxidation states and geometries, copper is known to be incredibly diverse. It can

catalyze one and two-electron reactions, and can easily coordinate to heteroatoms and pi

bonds.[15] Metals other than copper can be used for catalysis as well. Transition metal catalysis is

a massive field of study, but copper has been found to be particularly useful in

trifluoromethylation reactions.[16,17]

In a recent work, Ye and Sanford reasoned a photocatalytic radical pathway combined with a

copper catalysis cycle under mild, neutral conditions. Their method enabled trifluoromethylation

on several aromatic and heteroaromatic substrates.[3] A variety of different reaction solvents were

screened for their method and dimethylformamide (DMF) proved optimal. In their work, no

detailed mechanism was defined experimentally. Ye and Sanford proposed a possible set of

thermodynamically favorable catalytic cycles based on literature reduction potential data shown

in Figure 1.3, but there is still no evidence of the true mechanism. Limited mechanistic studies

have been done to rule out iodinated intermediates and establish the significance of light and

copper, but there is not enough evidence to confidently define the pathways Figure 1.3. Quantum

chemical insight into this mechanism could provide detailed information needed to understand

the process on an electronic structure level. It may then be possible to improve the mechanism

and make it more favorable, which would be an important contribution to trifluoromethyl

synthesis.
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Figure 1.3: Proposed mechanism for trifluoromethylation of boronic acids from Ye and Sanford.

“X” on this figure represents acetate and RF represents CF3. Photoexcitation of Ru(bpy)3
2+ to

Ru(bpy)3
2+* results in the 1 electron oxidation of CuI to generate CuII and Ru(bpy)3

+. Ru(bpy)3
+

reduces CF3I to CF3• and I-. CF3• then reacts with CuII to create a CuIIICF3 intermediate.

Base-promoted transmetalation between CuIII and an aryl boronic acid affords CuIII(aryl)(CF3)

which undergoes aryl-CF3 bond forming reductive elimination to release the organic product and

regenerate the CuI catalyst.[3]

Ye and Sanford found that Cu/Ru photocatalysis performed trifluoromethylation well under

many conditions. Copper(II) trifluoromethanesulfonate, copper(I) iodide, copper(I) acetate, and

copper(II) acetate were screened. It was found that Cu(I) catalysts generally performed better

than Cu(II) salts. The highest yield obtained was 76% using copper(I) acetate. A side product of

4-iodo-1,1’-biphenyl was formed in 9% under these conditions. The reaction was found to be

easily scalable as well. The 76% yield was formed on a 0.05 mmol scale. 72% and 70% yields

were observed at the 1 and 5 mmol scales respectively. A number of different aryl- and
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heteroaryl boronic acid derivatives were tested with this method to demonstrate the substrate

generality, and it appeared to tolerate a wide variety of functional groups. One apparent

limitation of their method was a relatively modest percent yield of about 40% when using

sterically hindered substrates such as 1-naphthyl and 2,4,6-trimethylphenyl boronic acid.

Heteroaromatic substrates, including boronic acids derived from pyridine, quinoline, furan, and

thiophene all resulted in modest to good yield. Although, in some cases, catalyst loading and

temperature modification was required. An important result of these cases, was that the

trifluoromethylation of the boronic acid moiety out competed trifluoromethylation of the

heterocycle.[3]

1.3 Experimental Study of Reaction Mechanisms

Experimental studies of reaction mechanisms is a large field of study containing many

techniques that aim to define all reactants, products, byproducts, and intermediates. From these

species, it is typically more difficult to define intermediates because they do not exist at the end

of the reaction and may only exist for brief moments of time.[18,19] One way to observe an

intermediate is by isolating it. Stopped-flow methods involve stopping the reaction after a short

amount of time by changing the reaction conditions. It may also be possible to observe an

intermediate using spectroscopic techniques including IR and NMR. Isotope labeling is another

method used to identify intermediates. In this technique, the path of a reaction is traced by

following isotopically labeled species. Another procedure involves performing the reaction in the

presence of another species that would only interact with a suspected intermediate to form a

different product. Information about what intermediate exists is obtained based on what products

form.[19] An important step in experimentally deriving a reaction mechanism is obtaining the rate

law by altering the concentration of reactants while recording the rate of reaction. Mechanistic

information, such as the order of reaction and rate determining steps, can be obtained from

kinetic studies.[18] Hypothetical mechanisms are formed and tested experimentally to rule out

certain pathways, because proving a reaction mechanism is not currently possible.[19] Finding

evidence to rule out a certain hypothesized mechanism is easier than suggesting a mechanism.

For this reason, many different methods must be used in order to understand a mechanism

experimentally. In favorable circumstances, a particular reaction mechanism that is consistent

with all assembled evidence will emerge as the most likely pathway. However, experimental
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studies of reaction mechanisms become quite difficult for complex reactions containing very

reactive intermediates.[18,19] Ye and Sanford’s reaction is quite complex. It contains copper

catalysis, photocatalysis, and several redox steps. They were able to run control reactions to

establish that the roles of light, copper, and Ru(bpy)3 are significant. The elimination of any of

these three components resulted in a percent yield of less than 4%. They also concluded that the

reaction pathway does not include an iodinated intermediate by subjecting the iodobenzene side

product to the reaction conditions and observing that it does not reliably form the aryl-CF3

product. With this evidence they were able to propose a mechanism, but state that further data is

needed to elucidate a detailed mechanistic picture of this reaction.

1.4 Computational Study of Reaction Mechanisms

Computational chemistry can be used along with experimental methods to analyze complicated

reaction mechanisms that cannot be elucidated using experimental studies alone. Using

computational chemistry, it is possible to evaluate the thermodynamic feasibility of a potential

mechanism, propose a new potential mechanism, or even improve the overall reaction by testing

different reaction conditions.This is done by performing transition state searches

computationally, which can be faster and less expensive than experimental methods.[1,20] With

modern increases in technological capability, computational calculations can afford reliable

quantitative descriptions of the energy barriers in a reaction mechanism from a reasonable

amount of computing time.[1,20] Analysis of these transition state energy barriers can provide an

energy profile for the reaction, determine the rate limiting step, and affirm that the reaction is

thermodynamically favorable.[22] Chemical investigations that are supported by calculations of

structure, conformational flexibility, and energy barriers are crucial to understanding reactions at

the atomic and electronic structure level.[23] For a reaction as complex as Ye and Sanford’s,

theoretical calculations will greatly increase the understanding of the reaction pathway. Since

their reaction mechanisms contains transition metal catalysis, which can be difficult to

characterize experimentally, it will be beneficial to add computational contributions to the

mechanistic study.[6,22,24] Using computational chemistry in order to analyze Ye and Sanford’s

reaction mechanism may lead to greater insight into the reactions in play and assist in

understanding trifluoromethylation reactions. While computational chemistry alone is a powerful

tool and has rapidly grown in reliability, experimental analysis and computational simulations
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usually go together when elucidating reaction mechanisms.[1] These two fields can contribute to

each other and lead to fast and reliable results when done in conjunction.

1.5 Objectives

The objective of this study is to provide information to help elucidate the reaction mechanism

from Ye and Sanford’s work. This will be done using their proposed mechanism as a guide. The

energies of the reactants, products, intermediates, and transition states will be calculated

computationally. Further analysis will be done on the effects of the solvent and the

conformational flexibility of the transition states. An alternate pathway will be investigated that

switches the order of steps (ii) and (iii) in Figure 1.3. This information will provide insight into

the reaction of interest and may lead to improvements in trifluoromethylation reactions. The

calculations will be done using several computational methods to test the reliability of the

results. Information obtained from this study will be useful in future analysis of this mechanism

and provide preliminary information on what factors, such as conformation, thermal effects, and

solvent effects, have a significant effect on the reaction and the resulting calculations.

17



Chapter 2

Computational Chemistry

2.1 Computational Theory Overview

The advancements in computer technology and the improvement of various chemical theories

have driven the growth of computational chemistry. In particular, the use of quantum chemistry

to describe the electronic structure of chemical systems has been aided by computational

methods. Computer simulations can be used along with experimental methods to analyze details

about complicated systems that cannot be understood from experimental studies alone. These

simulations can provide rapid results and reduce the need for expensive or hazardous materials.

With the modern improvements in theory and hardware, it is possible to perform common level

ground-state geometry optimization of a molecule with 1000 atoms within a day. Lower level

methods can achieve this even faster.[27] This is relevant because a rational understanding of

molecules, such as catalysts and new drugs, at the electronic structure level is crucial in many

fields.[23] Many notable chemical advances have benefitted from computational calculations. For

example, computing the detailed mechanism of olefin polymerization using different catalysts

was made possible.[21]

Calculations of molecular structure, reaction energies, and energy barriers can be strong tools in

chemical investigations. These calculations are done computationally in order to understand the

chemical process at the electronic structure level. Computational studies of reaction mechanisms

can provide additional insight into the nature of intermediates and transition states that are

suggested by experimental studies. Improvements in theory and technology have granted the

ability to gain quantitative predictions of mechanisms to design better catalysts. Many factors

must be included in calculations in order to elucidate a reaction mechanism. Quantum chemical

calculations of molecular energies do not typically take entropy, solvation, and conformational

flexibility into account, while these effects are very important experimentally.[25] Computational

chemistry makes the inclusion of these effects more practical.

18



Thermal excitation at a given finite temperature and the associated entropic effects play an

important role in reactions. Contributions from thermal effects can amount to over 10 kcal/mol,

thus it is important for computational chemists to compare Gibbs energies to include entropic

and thermal effects when comparing catalytic reactions.[25]

When studying reaction mechanisms computationally it is important to include a description of

solvation effects.[26] When there are changes in polarity for solvent exposed parts of the

molecule, the solvent is especially necessary.[23] Computationally this is done using a solvation

model. These models are developed to correctly describe the physics of solvation enough to

reproduce known experimental data. The error for neutral species in solvation models is typically

around 1 kcal/mol.[25] A limitation of these models relates to error that occurs for highly polar

species that can interact very strongly with the solvent. This error can be corrected by including

explicit solvent molecules in the calculations, however this increases the complexity of the

calculations and the computational cost.[23]

Computational mechanistic studies are also able to calculate conformational flexibility of

molecules. Errors associated with conformer choice can be up to 10 kcal/mol.[25] This can be

quite significant especially in the case of transition state energy barriers. Algorithms exist to

explore the conformational space and identify energy minima, usually at the cost of high

computational demand.[12]

The ability to use quantum chemistry theory and incorporate more experimental effects into the

results makes computational chemistry a very strong tool. However, there are limitations in

quantum chemical simulations as well. A certain level of chemical knowledge is necessary for

setting up calculations. When analyzing reaction mechanisms, molecules need to be organized in

order for them to easily perform the desired reaction. However, this bias reduces the ability to

observe the unique routes that may be possible. Computational simulations alone do not account

for side reactions, catalyst deactivation, or other unintended results that may be observed

experimentally. For this reason, experimental chemistry and computational chemistry are often

performed together. Simulations are advanced enough to be incorporated into the experimental

design and guide the experimental process throughout a project.[1]
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Defining an appropriate set of theoretical methods for a calculation is the first step to accurately

describing a chemical system. The cost to accuracy ratio in computational chemistry can be

affected in several ways.[23] High-level theory can be used as a benchmark to get accurate results,

but requires a great amount of computational cost. Less demanding theories can be done to get

values for larger systems more rapidly. Thus, part of performing computational calculations is

weighing the cost to accuracy ratio by choosing an appropriate theory.

2.1.1 The Schrödinger Equation

The starting point in quantum mechanical energy calculations is the Schrödinger equation.[28]

ĤΨ=EΨ (2.1)

In this equation, Ĥ, the Hamiltonian operator is defined as,
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and Ψ is the N-body wavefunction. represents the second derivative of the position of the∇2

particles in the system and m is the mass of the particles. N, r, and Z represent the number,

coordinates, and charge of the particles, respectively. Exact solutions to the Schrödinger equation

are only possible for a limited number of systems. The Schrödinger equation cannot be solved

for many-body systems.[29] For such systems, the Hamiltonian must be expanded and include

factors for inter-electronic and internuclear distances, kinetic energy, and particle interactions.[28]

A main objective in quantum chemistry is to find a reliable approximation for the solution to the

Schrödinger equation. The computing power of modern technology and the development of

quantum chemical theory makes this objective more feasible than ever before.

2.1.2 Density Functional Theory

Density Functional Theory (DFT) is used in nearly every computational study due to its efficient

compromise between computation time and quality of results.[23] The computational cost scales

by N3 where N is the number of electrons. Electron correlated methods begin scaling at N5,

which gives DFT the advantage in efficiency while maintaining a high degree of accuracy.[28] In
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DFT, electron density is used to describe the electron distribution. Electron density is defined by

the probability of finding any electron in an area of defined volume around the nucleus.[30] DFT

uses the electron density to approximate the wavefunction for many-body systems. It is applied

to a wide variety of chemical processes, and is considered reliable for analyzing reaction

mechanisms including transition metal catalysis.

When using DFT, a specific exchange-correlation energy functional must be chosen. The goal of

the functional is to represent the correlation and exchange effects as a theoretical mean-field

electronic energy and potential.[30,28] Types of functionals include the local density approximation

(LDA), gradient-corrected approximation (GGA), and hybrid functionals.[23] LDA functionals are

the simplest group of functionals that are considered insufficient for analysis of most chemical

processes today. This approximation assumes that the local exchange-correlation potential at

each position is equal to the exchange-correlation potential for a homogeneous electron gas at the

electron density at that position.[30] GGA functionals use the first derivative of the local electron

density as gradients. The addition of gradients makes GGA superior to LDA. Hybrid functionals

make use of GGA functionals but add in some exact exchange correlation. This allows the

functionals to produce highly accurate results at a higher computational cost.[23] One critical error

in DFT is lack of London dispersion effects in calculations. This error can be fixed by including

a dispersion correction, such as D4 or D3, into the chosen functional.[23] Another error, the

self-interaction error (SIE) is reduced by use of hybrid functionals. The (SIE) is a result from

imperfect cancellation of the exchange-correlation Coulomb interaction of an electron with itself.

Hybrid-functionals attempt to reduce the SIE, but cannot completely eliminate it.[23] More

accurate functionals tend to require more computational cost. Thus, cost-to-accuracy ratio must

be considered again when choosing a functional. Choosing a functional is not always a

straightforward process. There are hundreds of different functionals to choose from, but no

systematic way to rank them. Results can often vary significantly between functionals, especially

for energies. For this reason, benchmarking and checking results with several functionals is

required.
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2.1.3 The Random Phase Approximation

The Random Phase Approximation (RPA) is another commonly used density functional based

method in computational chemistry. In RPA, the adiabatic connection is used to obtain the

ground state energy of an interacting many-particle system. The interacting ground state energy

is then obtained by the fluctuation-dissipation theorem in DFT.[31] RPA, like DFT, is often used to

analyze reaction mechanisms containing transition metal catalysts. Compared to DFT, it includes

dispersion interactions in the calculated correlation energy so it can be considered more accurate

than non-dispersion corrected DFT. In the RPA, the exact-exchange energy is calculated, which

eliminates the SIE seen in other methods.[31] These advantages make the RPA a better defined

method, but it comes at a higher computational cost at a scale of N5.[31] The RPA can sometimes

serve as a benchmark for transition state catalysis, but it is more expensive than DFT.[23,31] The

RPA does contain error, and in some cases an even higher level of theory is needle for a

benchmark[23]

2.1.4 Møller-Plesset Perturbation Theory

Møller-Plesset Perturbation (MP2) Theory is widely used in quantum chemistry for calculating

electronic correlation energy.[26] Its advantage over other electronic correlation methods is its

relatively low computational cost.[32] Depending on the level of correction factor added to

calculations (MP2, MP3,...,MPn) the accuracy of the correlation energy can be increased,

although this rapidly scales the computational cost. A flaw of MP2 is the limitations of systems

that it can be applied to. In particular systems with small HOMO-LUMO gaps will not converge

using MP2.[32] MP2, a wavefunction based method, is being used as an independent quality

check for the DFT based methods in this study. The Coupled-Cluster (CC) method is another

method to calculate electron correlation energies. High level (CC) methods such as CCSD(T)

perform well as benchmarks for many systems, but come at a high computational cost and can

only be used for small systems.[32] If an accurate benchmark cannot be obtained using less

expensive methods, CCSD(T) can be used.
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2.1.5 Tight-binding model

Semi-empirical tight-binding methods are simple and computationally fast because they make

the assumption that electrons are tightly bound to an atom and have limited interactions with

surrounding atoms.[33] This assumption makes it easier to calculate the wavefunction and the

energy of electrons, but comes with an associated loss of accuracy. With these methods being

semi-empirical, they also use values from empirical data to aid calculations. These methods are

quite effective in getting quick results for relatively large systems of 1,000 or more atoms. xTB

is an extended tight-binding model that includes density fluctuation effects without noticeable

increase in computational demand. This leads to less empirical and more physically sound

results. xTB can be used for all elements on the periodic table Z ≤ 86 and is considered to have

improvements in the underlying electrostatic and dispersion interactions. GFNn-xTB methods

focus on improving molecular properties such as geometries, vibrational frequencies, and

noncovalent interactions.[20,33] Tight-binding methods are effective in finding the conformational

flexibility of molecules, and can be used to find the lowest energy conformers of transition states

when analyzing reaction mechanisms. Tight-binding methods may be fast, but the loss of

accuracy can be significant in some cases and requires attention.

2.1.6 Basis Sets

The wave functions used to solve the Schrödinger equation  are expressed in terms of atomic

orbitals where the molecular orbital is written in terms of atomic basis functions.[21] Basis sets are

sets of mathematical functions used to describe the molecular orbitals of a system, which are

expressed as a linear combination of atomic orbitals with mathematically determined

coefficients.[28] In order to complete a wavefunction, it must be constructed with an infinite

number of basis functions which is not applicable in computational practice.[23] Thus, the basis

sets must be restricted to a determined size. The basis set size refers to the number of functions

used to represent a given electron.[28] The computational cost increases by a power of four for

each additional basis function.[23] As a result, small basis sets are computationally affordable

while larger basis sets represent a better approximation of the actual wavefunction. If the basis

set is too small, there may be a basis set incompleteness error. This error results from an

insufficient function space in the linear combination of atomic orbitals, and the resulting
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functions inability to describe the details of electron density. Another basis set related error is the

basis set superposition error. With small basis sets, atoms that are spatially close may share basis

functions which will lower the calculated energy.[23] The type of theory used should also be taken

into account when choosing a basis set. Basis set errors in DFT are typically smaller than in other

methods.[23] The RPA requires larger basis sets than DFT does.[31] The tight binding model

employes a minimal basis set that is composed of localized atomic-like orbitals.[20] The basis set,

theory, and density functional are all important choices in computational studies.

2.2 Computational Methods

2.2.1 TURBOMOLE

TURBOMOLE is a quantum chemistry program package that is used for computational

chemistry simulations.[12] It allows the user to input molecular structures as coordinates, define

the molecular orbitals, choose the chemical theory, basis set, and density functional. It provides

the ability to perform DFT, RPA, MP, CC, tight-binding, and more calculations on the inputted

structures. TURBOMOLE provides access to many computational methods including ground

and excited state energy calculations, geometry optimizations, vibrational analysis, and reaction

path finders. It can be used to compute single point energies, find transition states, look for

solvent effects, observe conformational space, and calculate the free energies of systems.[12]

TURBOMOLE consists of a vast series of modules that can be chosen to calculate specific

results under the chosen level of theory. The modules used in this study that are relevant to

mechanism analysis will be introduced.

2.2.2 CREST

It is important to take the molecular flexibility of structures into account.[25] If a computational

calculation provides a potential transition state for a reaction, that transition state may be flexible

and contain different conformers and rotamers.[23] Therefore, the energy of that transition state

may not be sufficiently described by a single structure. Molecular flexibility and relevant

conformers should be evaluated through a conformer search. A conformer search will also

provide the lowest energy and most favorable conformer. The Conformer-Rotamer Ensemble

Tool (CREST) is a valuable tool for conformation sampling and energy determination of the
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conformers. It is a semi-empirical tight binding method combined with metadynamics that

allows for fast exploration of conformational space. Root-mean-squared deviation metadynamic

simulations combined with GFN-xTB are done on the potential energy surface.[33] The structures

gained from these simulations are geometry optimized. Then, more metadynamic simulations are

done on the six lowest in energy conformers to get rotamers and to more extensively sample

around these minima on the potential energy surface.[33] Lastly, structural elements that are

present in the generated structures are projected back onto the reference structure to create new

structures and complete the ensemble. Structural elements that appear more frequently are

inherited more often in this procedure.[33] The CREST algorithm is iterative. Therefore, if a new

lower energy conformer is found at any point in this workflow, then the procedure is restarted

with this conformer as the input.[33] Many observables in quantum chemistry are typically

obtained as an average over the low energy molecular conformations, and in computational

chemistry it is usually satisfactory to perform calculations on the favored conformations.[10,25]

However, for more flexible structures, it is advisable to consider other low energy conformers.[23]

CREST provides a number of favored conformations and their energies based on the molecular

flexibility. A use of CREST in the analysis of a transition metal catalysis mechanism is to find

the conformers of transition states and the conformers of metal-organic coordination. When a

transition state is found, the molecules that directly contribute to the transition state's vibrational

mode must be constrained in order to preserve it. Then, CREST can search for transition state

conformers while keeping the transition state intact during optimization.[10] For metal-organic

systems, CREST can calculate the preferred ways for substrates to coordinate and orientate

themselves around a transition metal center. This can be done for substrates directly involved in

the reaction, as well as explicit solvents added for analysis. CREST can be used to obtain

valuable information on conformational space, transition state energies, and explicit solvent

effects.

2.2.3 Solvent Models

An important step in computational chemistry is including the effects of the solvent.[26] The

solvent may have a significant contribution to the reaction, in which case it cannot be left out.

Neglecting solvent effects, especially for polar and charged molecules, can result in significant

errors in thermochemical calculations. The solvent can be added into the calculations explicitly
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or implicitly. The implicit solvation model typically has the advantage of better efficiency. The

explicit method involves manually building solvent molecules around the reactants and products,

then running the calculations with the solvent added in to see how it may interact with a reaction.

For specific cases, the inclusion of explicit solvent molecules may be necessary because implicit

models become insufficient. If the solvent is strongly bound to a molecule or significant in the

chemical process, then the explicit solvent addition is used.[23] It may also be beneficial to

observe how the solvent interacts with the molecules of interest. An explicit solvent model

makes it possible to visualize how a solvent may affect a chemical reaction. While an explicit

solvent model may provide more reliable information, it is difficult to successfully include a

solvent so it is not always done. The solvent can add a great deal of computational cost, and

complicate geometry optimizations. Thus, implicit models are typically used instead when

sufficient.

There are several models to choose from when using an implicit solvent model. In this study, the

Conductor-like Screening Model (COSMO) is used. In this method, no actual solvent molecules

are added, but the solvent is included via an effective potential in the Hamiltonian.[23] Implicit

solvation models describe molecular interactions using quantum chemically generated charge

density surfaces. Thus, electronic group effects on polarity as well as intramolecular reactions are

automatically incorporated. COSMO builds a cavity around the molecule corresponding to an

electrostatically ideal solvent. In order to construct the cavity, the radius of each element must be

entered.[12] COSMO is able to provide relatively accurate calculations of energies for a reaction

in a solution, but cannot provide specific information on how explicit solvent molecules interact

with the reaction.

2.2.4 Woelfling

The process of finding transition states is necessary for understanding the reaction energy

pathway of a mechanism, and this process involves several steps. First, the reaction path must be

identified using the woelfling module in TURBOMOLE. Woelfling is a reaction path finder. The

reactant and product must be built, then woelfling will attempt to find a reasonable pathway from

reactant to product. Next a finite number of structures along the reaction path are computed and

optimized.[12] When using woelfling, reactants must be set up in a favorable conformation for the
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intended reaction to proceed. If woelfling fails to find a path, it is necessary to perform repeated

runs while altering the conformation of the reactant and product.  The aim reaction path search is

usually not to optimize the reaction path, but to find an initial guess for the transition state.[10] If

there is an energy barrier present, then the highest energy structure is a potential transition state

for the reaction.[23] These reaction path finding methods are not powerful enough to compute a

potential reaction mechanism by themselves for a mechanism as complicated as the one in this

study, but they can be used to analyze individual steps in potential mechanisms. The reactants

and products in each step in a proposed mechanism can be used in woelfling to find a transition

state for that step. When the transition states are obtained, it is possible to form the energy profile

of the proposed mechanism. This method provides the ability to rule out and compare potential

mechanisms based on their thermodynamic feasibility. The transition state search is not as simple

as it may sound. The transition state obtained from woelfling must be further refined through

geometry optimization, vibrational analysis, and conformer search in order to be considered a

true transition state. Transition states obtained through woelfling may fail to be satisfactory in

vibrational analysis calculations, then more woelfling trials must be performed to find new

transition states.

2.2.5 Vibrational Analysis

Vibrational analysis must be run on the potential transition state in order to define the index of

the transition vector (ITVC) that the geometry optimization should follow. An appropriate vector

should be an imaginary frequency with a negative eigenvalue and should result in a vibration that

corresponds with movement between reactants and products. Vibrational frequencies are

calculated using the aoforce module. Aoforce computes force constant matrices as well as IR and

Raman spectra using analytical second derivative calculations from converged DFT runs. The

vibrational modes are computed from the calculated Hessian matrix.[12,23] If no appropriate ITVC

is found, more trials using the reaction path finder are necessary to find a true transition state.

When an appropriate ITVC is chosen, a geometry optimization must be run on the transition

state. If vibrational analysis on the optimized transition state results in one imaginary frequency

that appears to push the structure toward the product, then that structure is considered a transition

state for that reaction. Even if a transition state is found, the reaction does not proceed through

that exact transition state each time. CREST can be run on this transition state to search for
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transition state conformers that may have different energies. Finding the transition state is one of

the most crucial steps in analyzing a reaction mechanism. Information about the energy barriers

help to provide the rate limiting step and the thermodynamic feasibility of a potential reaction.

2.2.6 Energy Calculations

With a chosen chemical theory, such as DFT or RPA, it is possible to calculate single point

energies of molecular structures. This type of calculation does not alter the geometry or calculate

properties other than the potential energy from wavefunction. The lowest energy solution for the

Schrödinger equation in a fixed molecular conformation, without accounting for vibrations or

temperature, is the single point energy.[25] Single point energy results do not take into account

factors such as temperature, pressure, and entropy. Therefore, different calculations must be done

in order to get the free energies of these molecules. This is done by obtaining vibrational

frequencies within the harmonic approximation to calculate entropy, the zero point vibrational

energy, and the free energy.[23] After using aoforce to obtain the vibrational information of a

molecule, the free energy is able to be calculated under a desired temperature and pressure.

Calculating single point and free energies of reactants, products, and intermediates is necessary

for constructing a reaction energy pathway. With this information it is possible to see the reaction

energy barriers and analyze the thermodynamic feasibility of potential pathway steps.

2.3 Computational Details

All calculations presented in this study were performed in the TURBOMOLE package.[12] The

basis set chosen was the def2-TZVPP basis set.[23] Unless specified otherwise, all calculations

were done using the PBE0 density functional. Density functional comparison was done using

PBE, PBE0, PBE with D4 correction, PBE0 with D4 correction, B2-PLYP, SCAN, PW6B95, and

WB97X-D functionals. [23,30] All single point energy calculations and geometry optimizations

were done using DFT, other than where RPA and MP2 are specified.[23,31,32] Woelfling was used

as the reaction path finder for all calculations that do not contain an explicit solvent.[12] xTB is

used to find the reaction pathway for explicit solvent calculations.[33] Aoforce was used for

vibrational analysis and free energy calculations.[12] Conformer energies and explicit solvent

optimization were calculated using CREST.[12,25] Implicit solvent energy calculations were done

using COSMO.[12]
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Chapter 3

Results

3.1 Energy Pathways

Structures of the molecules involved in the copper catalysis cycle were built and optimized. The

woelfling pathways are shown in Figures 3.1 - 3.5. In the first step [Figure 3.1] the CF3•

coordinates to the copper catalyst to form P1. In this addition reaction, copper II is oxidized to

copper III. This is a downhill energy pathway with no observed energy barrier. The energy

appears to increase at the end of the reaction because the calculation is trying to find a pathway

to the structure that was entered as a product. On the path to the product, optimized structures

lower in energy were created. The rise in energy at the end is therefore just an artifact of the

calculation and likely does not represent meaningful physical information.

Figure 3.1: First step of the proposed copper catalysis cycle calculated with woelfling intrinsic

reaction coordinate search. CF3• coordinates to the copper center.
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Figure 3.2: Second step of the proposed copper catalysis cycle calculated with woelfling intrinsic

reaction coordinate search. Transmetalation occurs between the copper catalyst and the aryl

boronic acid to form P2. A transition state is observed.

The second step of this cycle is the transmetalation step. CuIII and the aryl boronic acid from R2

undergo transmetalation, effectively coordinating the aryl group to the copper catalyst. Copper

loses an acetate to the boronic acid in place of the aryl group, forming P2. The aryl boronic acid

may contain a variety of other substituents, but none were added for these calculations. The

transition state, T2, has a calculated energy barrier of 25.1 kcal/mol. This energy barrier is the

highest calculated, suggesting that this is the rate-limiting step. This step is supposed to be

base-promoted. It is likely that the addition of the base, in this case carbonate, would lower the

activation energy calculated. It is possible that the base reacts with the boronic acid to form the

four coordinate boronate complex.[35] For this complex, it may be easier to break the bond

between boron and carbon, but the details of this process require more definition. Computing a

reaction path with this base is computationally challenging and would need further analysis.
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Figure 3.3:Third step of the proposed copper catalysis cycle calculated with woelfling intrinsic

reaction coordinate search. Aryl-CF3 bond formation occurs after a transition state is formed.

The third step of this reaction is where the trifluoromethylation occurs. R3 shows the CF3 near

the aryl group as a result of their coordination to the copper. The aryl-CF3 bond is formed

following a transition state, T3, in which the groups are brought even closer. The vibrations of

the two coordinated groups cause a bond to form between them as they leave the copper. The

transition state has a calculated energy barrier of 10.8 kcal/mol. The energy diagram shows the

possibility of a stable intermediate between T3 and P3. However, it was concluded that this is a

result of a rotation that occurred in the woelfling optimization process. Thus, this possible

intermediate was considered an artifact of the computation and was not considered to have

physical significance.
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Figure 3.4: First of a second proposed copper catalysis cycle calculated with woelfling intrinsic

reaction coordinate search. Transmetalation occurs before the CF3 coordinates to copper.

Calculations were also performed on a second potential mechanism, potential pathway 2, in

which steps one and two occur in opposite order. In this pathway, transmetalation occurs in the

first step to bind the aryl group to the copper before the CF3 addition. This process is similar to

the one shown in Figure 3.2, but R1R does not have a coordinated CF3 like R2. The same

byproduct from Figure 3.2 is formed between the acetate and boronic acid. The transition state,

T1R, has an energy barrier of 16.8 kcal/mol. This is a slightly lower energy barrier, but the

products appear to be higher in energy than the reactants. Therefore, despite the lower energy

barrier, this step does not appear to be thermodynamically favorable. The product in P1R shows

the aryl group and an acetate coordinated to copper II. It is likely that this is a relatively unstable

structure, and that the CF3 coordination stabilizes this product.
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